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Factors associated with de novo metastatic disease in invasive breast cancer: comparison of artificial neural network and logistic regression models
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Background: De novo metastasis of breast cancer is a complex clinical issue to be identified. This study was the first to construct artificial neural networks (ANN) and logistic regression (LR) models with comparison to find out important factors associated with occurrence of de novo metastasis in invasive breast cancer.

Methods: A total of 40,899 patients diagnosed with de novo metastatic breast cancer in 2010 from Surveillance, Epidemiology and End Results (SEER) Cancer database were enrolled. ANN models and LR models were constructed based on thirteen relevant factors by 10-fold cross-validation approach respectively. Evaluation indexes as well as processing time were compared.

Results: Overall area under ROC curve (AUC) value of ANN models was significantly higher than that of LR models (0.917±0.01 vs. 0.844±0.011, P<0.001). In ANN models, number of positive ipsilateral axillary lymph nodes, tumor size, lymph node ratio (LNR) and regional lymph nodes status were important associated factors. While under the same experiment environment, ANN models obviously took much more processing time than LR models did (14,400 vs. 15 minutes for 10-fold cross-validation).

Conclusions: ANN models outperformed traditional LR models in identifying de novo metastasis of breast cancer. On the other hand, the much longer processing time of ANN models should also be considered.
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Introduction

Breast cancer is the most frequently diagnosed cancer and the leading cause of cancer death among females worldwide, with an estimated 1.7 million cases and 521,900 deaths in 2012 (1). With advancement of imaging technology, early detection rate of breast cancer has gradually risen but approximately 2.4–6% of patients are still initially being diagnosed as de novo stage IV breast cancer (2,3). This subgroup, called de novo metastatic breast cancer, can be viewed as a prognostic subgroup that is distinct from those with recurrent metastasis (4). Previous data indicate that median survival of those with metastatic breast cancer ranges between 18 and 24 months (5). The pattern of site-specific metastases is similar in patients with de novo stage IV breast cancer, whose most common metastatic sites were bone, followed by lung, liver, and brain (6).

There are quite a number of studies exploring risks involved in long term survival of metastatic breast cancer patients (7,8), while few focuses on occurrence of de novo metastatic breast cancer. Therefore, here we attempted
to construct population-based models in order to clarify factors concerning occurrence of de novo metastatic breast cancer.

The traditional statistic model, logistic regression (LR) has been one of the most commonly applied predictive models in medicine and allows intuitive interpretation in its model structure (9). While Warren McCulloch and Walter Pitts created a computational model for neural networks based on mathematics and algorithms called threshold logic in 1943 (8), paving the way for artificial neural network (ANN). Compared to LR, ANN owns a more flexible structure and is possibly capable to discover more implicit interactions and complex connections throughout input variables (10). Both approaches have been used with success in predicting and estimating clinical results in various kinds of diseases, such as cancer and cardiovascular disease, etc. (11,12). We were wondering which model would be more suitable for solving such a complex clinical issue as de novo metastasis of breast cancer. Therefore, we compared LR and ANN models, to further illustrate their application in clinical practice in this study.

Methods

Data source

This study is cross sectional. Data were obtained from a total of 18 cancer registries utilizing the National Cancer Institute’s Surveillance, Epidemiology and End Results (SEER) Cancer database released April 2017, based on the November 2016 submission (www.seer.cancer.gov) through SEER-stat software (SEER Stat 8.3.4). Cases that met the following criteria were included: (I) female patients diagnosed with invasive breast cancer in 2010 (the distant metastasis status was recorded from 2010 on); (II) breast cancer as the first and only malignant tumor. Patients in tumor stage of T0 or Tis were excluded. Finally, 40,899 eligible patients were enrolled.

Data preparation

Data collected for each patient included patient demographics and tumor characteristics. TNM and clinical stages were restaged according to the 7th American Joint Committee on Cancer’s (AJCC) Staging Manual (13). Invasive breast cancers were classified into seven histological types including invasive ductal carcinoma, invasive lobular carcinoma, invasive tubular carcinoma, invasive mixed carcinoma, invasive mucinous carcinoma, other invasive carcinomas and Paget’s disease, as suggested by Gathani et al. (14).

The review of published papers and counseling consulting with oncologists were performed to determine input variables for metastasis modeling (15). Totally, race, histology, primary site, tumor grade, laterality, regional lymph nodes status, tumor size, ER status, PR status, Her-2 status, Bloom-Richardson (Nottingham) score, number of positive ipsilateral axillary lymph nodes and lymph node ratio (LNR) were integrated as input variables. T stage of those with distant metastasis were all unknown, which led to complete separability of the data, therefore it was not taken as an input variable. For handling missing values of quantitative variables as number of positive ipsilateral axillary lymph nodes, Bloom-Richardson (Nottingham) score and LNR, simple mean imputation was adopted. Dependent variable was a binary variable that 1 and 0 represented metastasis and non-metastasis respectively.

Data mining

Constructing LR model

Generally, LR inspects the linear relation between input variables and the log-odds of the event presence probability p, i.e.,

\[
\log \left[ \frac{p}{1-p} \right] = \beta_0 + \beta_1 X_1 + \ldots + \beta_n X_n. \tag{1}
\]

We used a modified 10-fold cross-validation approach to construct LR models (16). The process as the following steps was illustrated as in Figure 1: (I) data was splitted into 90% train set and 10% test set in a random way; (II) constructed a multivariate LR model fitted on the train set with continuous variables (i.e., tumor size, Bloom-Richardson (Nottingham) score, number of positive ipsilateral axillary lymph nodes, LNR) treated continuously and discrete variables (i.e., race, histology, primary site, tumor grade, laterality, regional lymph nodes status, ER status, PR status, Her-2 status) treated categorically; (III) model was validated on the test set and a predicted value >0.5 was taken as 1 otherwise 0; (IV) performance of model was evaluated on the test set with sensitivity, specificity, positive predictive value (PPV), negative predictive value (NPV), accuracy as well as area under ROC curve (AUC) using pROC package available in R; (V) steps 1–4 were repeated 10 times, eventually getting an evaluation indexes series of 10.
Constructing ANN model

A representative ANN comprises three layers: input nodes in the input layer representing each input variable $X_i$, respectively; a single output node in the output layer standing for the outcome possibility $p$; and hidden layers connecting input and output layers, where hidden nodes contain network’s intermediate values but do not have any physical meaning or explicit interpretation.

Since the value of dependent variable were not balanced and non-metastasis count was nearly 17 times of that of metastasis, the learning process of a neural network usually is biased towards classes with majority populations (17). What’s more, balancing class prevalence before training a classifier does not across-the-board improve classifier performance. Whereas, balancing classes is contraindicated for LR models (18). The process was illustrated as in Figure 1: (I) data was splitted into 90% train set and 10% test set in a random way; (II) used method of “both” in ROSE package available in R to oversample the minority class and undersample the majority class in the train set; (III) constructed a simple feed forward neural network using neuralnet package available in R fitted on the resampled train set; (IV) model was validated on the test set and a predicted value $>0.5$ was taken as 1 otherwise 0; (V) performance of model was evaluated on the test set with sensitivity, specificity, PPV, NPV, accuracy as well as AUC using pROC package available in R; (V) steps 1–4 were repeated 10 times, eventually getting an evaluation indexes series of 10. Importance of variable in ANN was calculated using Garson’s algorithm in NeuralNetTools package available in R (19).

Comparison of LR and ANN models

Finally, $t$-tests on the evaluation indexes series including sensitivity, specificity, PPV, NPV, accuracy as well as AUC were carried out to detect difference of efficiency between two kinds of model.

Statistics

All statistical tests were two tailed, where a P value <0.05 was considered statistically significant. All data mining steps were performed using R version 3.0.0 (R Foundation for Statistical Computing, Vienna, Austria).

Results

Patient characteristics

Table 1 summarizes the clinical characteristics of the total 40,899 cases enrolled in the study. The percentages of metastasis and non-metastasis was 5.6% and 94.4% respectively. The two groups were imbalanced on clinical characteristics distribution. Patients with de novo distant metastasis have a tendency of poorer tumor grade (36.9% vs. 32%, P<0.001 for poorly differentiated and undifferentiated), more lymph node invasion (66% vs. 30.2%, P<0.001 for N1, N2 and N3), less ER(+) (64.8% vs. 77.9%, P<0.001), less PR(+) (49.8% vs. 66.6%, P<0.001), more Her-2(+) (19.6% vs. 13.8%, P<0.001), larger tumor size (42.48±38.11 vs. 22.38±26.03 mm, P<0.001), higher Bloom-Richardson (Nottingham) score (6.53±1.18 vs. 6.31±1.53, P<0.001), more invasion of ipsilateral axillary lymph nodes (2.19±4.02 vs. 1.17±3.07, P<0.001) and higher LNR (0.24±0.28 vs. 0.11±0.21, P<0.001).

LR modeling

When a classification threshold of 0.5 was applied to the test set, the LR models had an average sensitivity of 99.5%, specificity of 95.4%, PPV of 95.4%, NPV of 66.6%, accuracy of 95.0% and AUC of 0.844, respectively (Table 2). When exploring one LR model, almost all of the thirteen
<table>
<thead>
<tr>
<th>Variables</th>
<th>Non-metastasis (N=38,617)</th>
<th>Metastasis (N=2,282)</th>
<th>P value*</th>
</tr>
</thead>
<tbody>
<tr>
<td>Race</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>White</td>
<td>30,653 (79.4)</td>
<td>1,727 (75.7)</td>
<td></td>
</tr>
<tr>
<td>Black</td>
<td>4,128 (10.7)</td>
<td>374 (16.4)</td>
<td></td>
</tr>
<tr>
<td>Asian</td>
<td>3,539 (9.2)</td>
<td>175 (7.7)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>297 (0.8)</td>
<td>6 (0.3)</td>
<td></td>
</tr>
<tr>
<td>Histology</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Invasive ductal carcinoma</td>
<td>30,272 (78.4)</td>
<td>1,472 (64.5)</td>
<td></td>
</tr>
<tr>
<td>Invasive lobular carcinoma</td>
<td>3,475 (9.0)</td>
<td>254 (11.1)</td>
<td></td>
</tr>
<tr>
<td>Invasive tubular carcinoma</td>
<td>248 (0.6)</td>
<td>0 (0.0)</td>
<td></td>
</tr>
<tr>
<td>Invasive mixed ductal, lobular carcinoma</td>
<td>2,238 (5.8)</td>
<td>93 (4.1)</td>
<td></td>
</tr>
<tr>
<td>Mucinous carcinoma</td>
<td>785 (2.0)</td>
<td>10 (0.4)</td>
<td></td>
</tr>
<tr>
<td>Other invasive carcinoma</td>
<td>1,592 (4.1)</td>
<td>451 (19.8)</td>
<td></td>
</tr>
<tr>
<td>Paget’s disease</td>
<td>7 (0.0)</td>
<td>2 (0.1)</td>
<td></td>
</tr>
<tr>
<td>Primary site</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Nipple and central portion</td>
<td>1,966 (5.1)</td>
<td>138 (6.0)</td>
<td></td>
</tr>
<tr>
<td>Upper-inner quadrant</td>
<td>4,531 (11.7)</td>
<td>132 (5.8)</td>
<td></td>
</tr>
<tr>
<td>Lower-inner quadrant</td>
<td>2,214 (5.7)</td>
<td>70 (3.1)</td>
<td></td>
</tr>
<tr>
<td>Upper-outer quadrant</td>
<td>13,114 (34.0)</td>
<td>483 (21.2)</td>
<td></td>
</tr>
<tr>
<td>Lower-outer quadrant</td>
<td>2,815 (7.3)</td>
<td>88 (3.9)</td>
<td></td>
</tr>
<tr>
<td>Axillary tail</td>
<td>186 (0.5)</td>
<td>14 (0.6)</td>
<td></td>
</tr>
<tr>
<td>Overlapping</td>
<td>8,169 (21.2)</td>
<td>417 (18.3)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>5,622 (14.6)</td>
<td>940 (41.2)</td>
<td></td>
</tr>
<tr>
<td>Tumor grade</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Well differentiated</td>
<td>8,067 (20.9)</td>
<td>124 (5.4)</td>
<td></td>
</tr>
<tr>
<td>Moderately differentiated</td>
<td>15,694 (40.6)</td>
<td>697 (30.5)</td>
<td></td>
</tr>
<tr>
<td>Poorly differentiated</td>
<td>12,177 (31.5)</td>
<td>818 (35.8)</td>
<td></td>
</tr>
<tr>
<td>Undifferentiated, anaplastic</td>
<td>174 (0.5)</td>
<td>25 (1.1)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>2,505 (6.5)</td>
<td>618 (27.1)</td>
<td></td>
</tr>
<tr>
<td>Laterality</td>
<td></td>
<td></td>
<td>&lt;0.001</td>
</tr>
<tr>
<td>Left side</td>
<td>19,482 (50.4)</td>
<td>1,053 (46.1)</td>
<td></td>
</tr>
<tr>
<td>Right side</td>
<td>18,701 (48.4)</td>
<td>1,069 (46.8)</td>
<td></td>
</tr>
<tr>
<td>Bilateral</td>
<td>9 (0.0)</td>
<td>22 (1.0)</td>
<td></td>
</tr>
<tr>
<td>Unknown</td>
<td>425 (1.1)</td>
<td>138 (6.0)</td>
<td></td>
</tr>
</tbody>
</table>

*Table 1 (continued)
independent variables were identified to be significantly correlated with occurrence of distant metastasis (P<0.05) (Table 3). Especially, bilateral vs. left-sided [odds ratio (OR): 16.176, 95% CI: 6.665–43.674, P<0.001], undifferentiated and anaplastic vs. well differentiated (OR: 4.440, 95% CI: 2.474–7.657, P<0.001), and N1 vs. N0 (OR: 4.183, 95% CI: 3.629–4.825, P<0.001) were thought to be strong stimulators for de novo metastasis.

**ANN modeling**

As Table 2 shows, an average AUC of 0.917 showed the ANN models fitting well. When the ANN models were applied to the validation set, the average sensitivity, specificity, PPV, NPV, accuracy of models with a classification threshold of 0.5 were listed in Table 2. The results showed a much better PPV than an NPV, that is to say, the ANN model is more suitable to predict metastasis.
than non-metastasis events, which is also consistent with the clinical needs in real life.

Figure 2 illustrates the structure of the ANN, which is a special classification of a feed forward neural network with one input layer, one hide layer, and one output layer. The input layer consists of thirteen source points of independent variables. The second is a hidden layer containing six nodes. The output layer shows outcome reacting to input patterns. A mapping could be performed from the input space to the hidden space, and then from the hidden space to the output space in this process.

In the training ANN model, we found that among all thirteen independent variables, number of positive ipsilateral axillary lymph nodes, tumor size, LNR and regional lymph nodes status were important factors for metastasis, with normalized importance of 100%, 85.7%, 25.9% and 19.5% respectively (Figure 3).

Comparison between LR and ANN models

We compared the evaluation indexes of the LR models and ANN models (Figure 4). Although LR models showed significantly higher sensitivity (99.5%±0.1% vs. 83.1%±0.9%, P<0.001), negative predictive value (66.6%±6.6% vs. 23.7%±1.9%, P<0.001) and accuracy (95.0%±0.4% vs. 83.4%±0.8%, P<0.001), the overall AUC
value for identifying de novo metastasis using the ANN models was more accurate than the LR models (0.917±0.01 vs. 0.844±0.011, P<0.001). Since AUC is a better measure than accuracy based on formal definitions of discriminity and consistency (20), we could naturally go to a conclusion that ANN models outperformed traditional LR models in identifying de novo metastasis in invasive breast cancer.

The experiment environment and processing time of these two kinds of model were listed and compared as in Table 4. While under the same experiment environment, ANN models obviously took much longer processing time than LR models did (14,400 vs. 15 minutes for 10-fold cross-validation).

**Discussion**

In this study, ANN and LR models were constructed to find out important factors associated with occurrence of de novo
metastasis in invasive breast cancer for the first time. We found that ANN model outperformed in identifying de novo metastasis in invasive breast cancer, offering an alternative medical modeling to traditional LR model. In ANN models, number of positive ipsilateral axillary lymph nodes, tumor size, LNR and regional lymph nodes status were important associated factors of de novo metastasis.

De novo metastasis of breast cancer is a complex process involving a number of clinical and individual genetic factors. Patients presenting with de novo metastasis are likely to be different from those with relapsed metastasis in the light of biology and outcomes. Although no significant differences were evident, Kitagawa et al. found the median OS was 46 and 43 months for de novo stage IV disease and relapsed disease, respectively. They also found their prognostic factors differed substantially. Identified prognostic factors were performance status and liver metastasis for de novo stage IV disease, and performance status, hormone receptor status, solitary bone metastasis, and disease-free interval for relapsed disease (21). Former researches that explore relapsed metastasis’ pattern based on molecular subtypes have discovered metastatic spread’s different patterns with notable differences in survival. To some extent, HR+/Her2− tumors predominantly metastasize to the bone while tumors overexpressing Her2 tend to be also found in lung, liver, and brain metastasis (22-24).

Up to now, our study is the first to apply ANN models in clinical practice of exploring occurrence of de novo metastasis of invasive breast cancer with comparison with LR models. LR models revealed that bilateral, undifferentiated and anaplastic tumor, and invasion of lymph nodes were thought to be strong stimulators for metastasis. While ANN models are hard to interpret, we found that number of positive ipsilateral axillary lymph nodes, tumor size, LNR and regional lymph nodes status were primary stimulators. Although the sensitivity, negative predictive value and accuracy were significantly higher in LR model, comparison of AUC showed that ANN model performed more accurately than LR model by approximately 0.073.

As a widely used statistical modeling technique, LR models usually require more formal statistical training to develop. Under such situation, complex nonlinear relationships between dependent and independent variables can’t be implicitly detected, therefore they don’t have the ability to detect all possible interactions between predictor variables. However, with the above aspects into consideration, ANN is senior to LR (25,26). As inspired by the human nervous system, ANN is capable of pattern recognition and complex models computation, through which to predict new data outcomes by learning from the past experience. Such capability makes it suitable for prediction tasks and classification in practical situations. Moreover, ANN is inherently non-linear and nonconvex, allowing it more fitting for processing intricate data patterns, as opposed to other conventional techniques that are based on linear methods (27). Since cancer metastasis is such a complicated issue to be forecasted, ANN would be more suitable for such issue although their predicting efficacy is also influenced by model structure of various hidden layers and nodes. It was also manifested by the result that ANN models actually performed better.

However, with the processing time concerned, ANN

---

**Table 4** Experiment environment and processing time of LR and ANN models

<table>
<thead>
<tr>
<th>Aspects</th>
<th>LR models</th>
<th>ANN models</th>
</tr>
</thead>
<tbody>
<tr>
<td>Experiment environment</td>
<td></td>
<td></td>
</tr>
<tr>
<td>System</td>
<td>Windows 7 64-bits</td>
<td>Intel® Core™ i5-6200U CPU @ 2.30 GHz</td>
</tr>
<tr>
<td>processor</td>
<td></td>
<td></td>
</tr>
<tr>
<td>RAM</td>
<td>8.00 GB</td>
<td>14,400 minutes for 10-fold cross-validation</td>
</tr>
<tr>
<td>Software</td>
<td>R version 3.0.0</td>
<td></td>
</tr>
<tr>
<td>Processing time for time</td>
<td>15 minutes for 10-fold</td>
<td>14,400 minutes for 10-fold cross-validation</td>
</tr>
</tbody>
</table>

LR, logistic regression; ANN, artificial neural network.
models would obviously consume much more calculation resources than those traditional regression models, although the processing time will depend on the number of layers and neurons and their involvement in computing the results. Therefore, in order to apply ANN models in highly efficient clinical practice, it is of necessity to equip clinics with adequate computing centers. Furthermore, suitable input variables and reduction of the number of layers and neurons would contribute to improvement of efficiency of models.

There is some limitation in our study. First of all, retrospective studies are inherently biased. In addition, T stage of those with distant metastasis, some data of number of positive ipsilateral axillary lymph nodes, Bloom-Richardson (Nottingham) score and LNR were missing in the dataset.

Conclusions

ANN model outperformed in identifying de novo metastasis in invasive breast cancer, offering an alternative medical modeling to traditional LR model. In ANN models, number of positive ipsilateral axillary lymph nodes, tumor size, LNR and regional lymph nodes status were important associated factors of de novo metastasis. However, much longer processing time of ANN models should also be considered.
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