Introduction

Uterine fibroids is a very common pathology in females and typically found during the middle and later reproductive years (1, 2). Depending on the severity of the symptoms, there are different approaches to treat uterine fibroids: (I) medication; (II) surgically-aided methods; (III) myomectomy; and (IV) hysterectomy (3).

Magnetic resonance guided focused ultrasound (MRgFUS) is an innovative and non-invasive technology based on the use of focused ultrasound (Figure 1) for the thermal ablation of various types of lesions and diseases (4-8). Compared to highly invasive surgical approaches for uterine fibroids treatment, MRgFUS is a safe and effective technique, not aggressive for the patient, by helping to save the surrounding healthy tissues and, thus, to keep the woman’s reproductive potential (9-11). The non-invasiveness of the MRgFUS technique makes it possible to minimize risks and complications, not requiring...
hospitalization and allowing patients to return to their normal activities in only a few days.

In MRgFUS treatments, MR image analysis is required in fibroids diagnosis, in the subsequent treatment phases, and in the patient follow-up. In the pre-treatment stage, some regions of interest (ROI) must be identified by the selection of some control points needed (I) for machine calibration (InSightec ExAblate 2100 integrated with the MR scanner GE Signa HTxt); (II) for treatment planning; and (III) for the localization (with fiducial markers) of the uterus/fibroids and of the neighbouring organs to protect from ultrasound. In a post-treatment phase segmentation is used to estimate the non perfused volume (NPV), the fibroids area ablated with ultrasound.

The particular characteristic that allows MRgFUS to differentiate from others based on focused ultrasound, is the on-line use of MR images for the identification/selection of the ROI to be treated, as well as for thermal monitoring of ablated areas, using proton resonance shift (PRF) thermometry principles.

**Open issues in MRgFUS treatment**

In MRgFUS treatment procedures it is possible to identify some open issues that should be addressed to improve the efficacy and efficiency of the treatment: efficacy in terms of enhancement of therapeutic results, efficiency on the basis of the time required by the machine for treatment completion.

Nowadays, uterus/fibroids segmentation is performed manually through time-consuming and operator-dependent procedures. Operator dependence is a critical issue in terms of result reproducibility, while the length of time for treatment planning represents a problem because the patient must stand still during the MRgFUS procedure and the healthcare operator is busy. In addition to these problems, closely linked to the identification of the ROIs (both in the pre- and the post-treatment phases), the continuous monitoring of the temperature inside the sonicated areas as well as in nearby organs is of fundamental importance in order to avoid excessive overheating in unwanted areas, that may lead to skin burns.

Considering this, the still open issues in MRgFUS treatment can be traced to (I) the assisted segmentation of the ROI target; (II) the improvement of techniques for temperature monitoring within the ROI; and (III) the compensation of patient motion during treatment.

---

**Figure 1** MRgFUS uterine fibroids treatment. Focused ultrasound waves are directed toward uterine fibroids of the patient positioned in the prone position. During each sonication only a small volume of the fibroids is ablated. MR images, acquired through a pelvic coil positioned over the patient, are used for treatment planning and monitoring. MRgFUS, magnetic resonance guided focused ultrasound.
Assisted segmentation of target regions

Before MRgFUS treatment, it is necessary to obtain a detailed morphological map of the anatomical district of interest, where the ROI to be ablated and any areas/ organs not affected by the ultrasound beam (bowel loops, bones and other organs) will be selected. Moreover, after MRgFUS treatment, in order to get a first qualitative and quantitative evaluation, the volume of ablated fibroid is manually marked by the operator who selects (on each slice from a MR dataset acquired at the end of treatment with contrast agent) the ROI that has been effectively treated.

All these operations are based on completely manual approaches, which are operator-dependent and time-consuming. This working methodology does not warrant a valid metric for the objective planning and evaluation of treatment outcome, in ROI selection (pre-treatment phase) as well as in the detection of ablated fibroids area (post-treatment phase). Considering this scenario, it would be useful to improve this selection process by implementing tools for automatic/semi-automatic segmentation of regions, which can assist the operator in the planning and evaluation phases of MRgFUS treatment.

In the literature there are few works related to fibroids segmentation issues, presenting mainly semi-automated approaches. In study (12) an automated fibroids segmentation approach for fibroids volume evaluation from MR images is presented. Firstly, a fuzzy C-means (FCM) algorithm is used to segment the uterus from a T1w-enhanced dataset. Successively some morphological operations are applied to refine the initial segmentation results. Redundant parts are removed by masking registered the T1w dataset with a mask obtained from a previous T1w-enhanced dataset segmentation and using histogram thresholding. Afterwards, fibroids are segmented by applying a modified possibilistic fuzzy C-means (MPFCM) algorithm on registered T2w images and some post-processing operations. In another study (13) the authors propose a semi-automatic method based on the level-set, where the active contours of the ROI evolve following the trend of a signed function, just for the segmentation of uterine fibroids and the subsequent volume measurement. The overall method combines a fast marching level set and a Laplacian level set. The region growing approach is well suited to the segmentation of a single area, but some patients show a pathological scenario with multiple uterine fibroids. In another study (14) a semi-automatic approach based on multi-seed region growing segmentation is proposed, allowing the selection and segmentation of two or more unconnected treated areas (Figure 2).

Typical segmentation methods, found in the literature, can be divided into one of the following classes: thresholding, edge-detection, clustering, active contour, soft computing (e.g., fuzzy or neural networks approaches) and direct region detection. Thresholding segmentation techniques have the advantage of greater computational simplicity, but do not always give good results. This leads to the need of further post-processing steps. Techniques based on edge-detection allow the extraction of the contours associated with high gradient areas. Unfortunately sometimes the edges are not well defined, obtaining incorrectly segmented ROIs. Clustering approaches need to know the number of clusters, and such information is not always available a priori. Active contour segmentation techniques are widely used in medical imaging, but involve the setting of many parameters and this can represent an issue for physicians with not many computer skills. Direct region detection approaches can obtain well-defined ROIs with closed contours, showing good processing-time and rapid applicability because of the few parameters to be set.

Direct region detection theory

Direct region detection tries to find regions on the basis of global considerations (15). This can be seen in terms of functional approximation, where the image \( I = f(x, y) \) is considered as a brightness function defined on a spatial domain \( R \), which has to be divided into the minimum
The number of regions that satisfy uniformity conditions (16). These constraints are expressed by a logical predicate $P$ [Eq. (1)] defined on a generic subset $S$ of $R$ ($S \subseteq R$):

$$P(S) = \begin{cases} 
TRUE & \text{if some intensity-based condition is met for all points } (x, y) \in S \\
FALSE & \text{otherwise}
\end{cases} \quad [1]$$

The selection of similarity criteria depends on the examined problem as well as on the features of available image data.

A segmentation of the picture $I$ is represented by the partition of its own domain $R$ (the entire image region) into regions (subsets of $R$) $\{R_i\}, i=1,\ldots,n$, for some $n$ (not unique) such that [Eq. (2)]:

\begin{align*}
(I) & \quad R = \bigcup_{i=1}^{n} R_i \\
(II) & \quad R_i \text{ is a connected region, } \forall i \\
(III) & \quad R_i \cap R_j = \emptyset, \forall i, j : i \neq j \\
(IV) & \quad P(R_i) = TRUE, \forall i \\
(V) & \quad P(R_i \cup R_j) = FALSE, \forall i, j : i \neq j
\end{align*} \quad [2]

where $R_i$ and $R_j$ are spatially adjacent sub-regions in $R$ (i.e., $R_i \cup R_j$ forms a connected set).

Region detection methods can be therefore divided into two types:

- **Bottom-up (merging):** the picture is divided into partitions, also coinciding with single pixels, which are then merged to form larger regions. In fact, a merging scheme starts with a partition of $R$ satisfying [2.d] and achieves condition [2.e];

- **Top-down (splitting):** the entire image is recursively split into partitions until certain criteria are matched. Dually with respect to merging, a splitting procedure begins with a partition of $R$ that meets [2.e] and proceeds to fulfil [2.d].

In the next section, the region growing method is described with more details.

**Region growing segmentation algorithm**

Region growing is one of the most widely used bottom-up segmentation methods. It aims to produce a homogeneous region by successively merging primitive regions (even single pixels) (15). Therefore, the region growing approach starts from a seed (one or more pixels inside the ROI) and proceeds to search a local connected region on the basis of a given similarity measure and a pixel connectivity property. The output is thus a set of mutually exclusive regions. This technique ensures simplicity and good performance in medical image segmentation.

As depicted in Figure 3, after MRgFUS treatment, fibroids appear as homogenous hypo-intense regions with respect to the uterus, thus making region growing an appropriate segmentation approach because it is founded on local similarity assumption. Thereby, connected pixels are assigned to the same class if a region membership criterion (specified by a logical predicate $P$) is satisfied.

Since the number of fibroids is not a priori known in pathological scenarios of patients affected by several fibroids, a multi-seed region growing segmentation is required. Accordingly, each region independently begins its own growth from an identifying pixel. The initial seed-points set $S_p = \{s_1, s_2, \ldots, s_n\}$ must be then an expressive sample of the ROI. Seed selection, accomplished by an expert radiologist during treatment, affects overall segmentation results and represents a very critical task (17). Moreover, the region

![Figure 3](image-url) Details about MR image depicted in Figure 2. (A) Selection of regions of treatment with multiple seed-points applied manually using mouse cursor; (B) segmented region after region growing step, performed starting from selected seed-points.
The inclusion in a region can be formalized in terms of a segmentation threshold, which guides the homogeneity decision test by specifying the maximum allowed intensity variation of the pixels within the ROI (18).

In conclusion, starting from the selected seed-points, the region growing algorithm analyzes the neighbours of the current pixel. For each of these neighbours, the condition Eq. [3] must be matched. This relation defines the Boolean predicate \( P \) and is composed by three sub-conditions, expressed respectively by Eqs. [4-6], checking if:
- The pixel is inside the image;
- The pixel has not already been added in the ROI;
- The pixel value satisfies the condition on the threshold \( T_{RG} \).

In our implementation, the predicate \( RG\text{condition} \) can be defined on the generic pixel \((i, j)\) belonging to the input image \( I = f(x, y) \) of size \( M \times N \):

\[
RG\text{condition}(f(i, j)) := \text{isInside}(i, j) \text{ AND not(isInROI}(i, j)) \text{ AND isInRange}(f(i, j)) \tag{3}
\]

with:
- \( \text{isInside}(i, j) := (0 \leq i \leq M) \text{ AND } (0 \leq j \leq N) \tag{4} \)
- \( \text{isInROI}(i, j) := f(i, j) \in ROI \tag{5} \)
- \( \text{isInRange}(f(i, j)) := f(i, j) \leq T_{RG} \tag{6} \)

Assuming the segmentation performed manually by an expert radiologist as our gold standard, the goodness of the results can be objectively evaluated by quantifying the difference between manual and automatic segmentation. Two sample images are shown in Figure 4.

**Enhancement of temperature monitoring during treatment**

Techniques for temperature measurement during MR-guided treatment are mainly based on the PRF thermometry or its variants (19). PRF shift provides a method to measure temperature changes during MRgFUS thermotherapy. The temperature sensitivity of PRF, which exploits water proton chemical shift induced by the temperature changes, was observed firstly by Hindman (20). MRI-derived temperature maps can be constructed using a gradient-recalled echo (GRE) imaging sequence by measuring the phase variation resulting from the temperature-dependent change in resonance frequency (21).

**Proton resonance frequency theory**

Phase variations are proportional (I) to the temperature-dependent PRF change; and (II) to the echo time \( T_E \), and they can be converted to a temperature change \( \Delta T \) according to the following Eq. [7]:

\[
\Delta T = \frac{\varphi(T) - \varphi(T_0)}{\gamma \alpha B_o T_E} \tag{7}
\]

where:
- \( \varphi(T) \) is the phase in the current image;
- \( \varphi(T_0) \) is the phase of a reference (baseline) image at a known temperature;
γ is the gyromagnetic ratio;
α = −0.01 ppm/°C is the PRF change coefficient;
B₀ is the magnetic field strength;
Tₑ is the echo time.

Conventional PRF thermometry works by subtracting the phase-map baseline image from the current map. The PRF-based approaches have some limitations, such as the dependence on the reference thermal image (baseline). Any misalignment with respect to the baseline (due by tissue/patient movement or by resonance frequency drift) causes the generation of artefacts in the maps and errors in temperature measurement.

Motion artefacts can be divided into two categories: intra-scan motion and inter-scan motion. Intra-scan motion is caused by movement of an object during MR image acquisition, resulting in a poor quality image with typical blurring and ghosting artefacts. These motion artefacts are not specific to PRF temperature imaging and can be reduced by accelerating the image acquisition. Inter-scan motion is due to movement or displacement of an object between the acquisitions of consecutive images (22). Where movement occurs, the methods used for temperature estimation can be divided into two categories: (I) multi-baseline methods; and (II) referenceless methods.

Referenceless methods for temperature estimation
Multi-baseline methods collect background phase information at various stages of the respiratory and/or cardiac cycle prior to heating, so that baseline data exist for all positions of the organ. The baseline subtraction is then performed by matching the image acquired during heating with the corresponding stored baseline data in order to mitigate motion-induced misregistration. The selection of the corresponding baseline image is performed by determining the organ’s position with a navigator echo or based on a similarity criterion, such as non-similarity coefficients or inter-correlation coefficients (19,23,24). The multi-baseline methods require cyclic organ motion in order to acquire a full set of all possible baseline images and require additional setup time to assemble the baseline library. They are generally much more robust to motion than conventional baseline subtraction, but remain sensitive to susceptibility changes during therapy.

Referenceless methods estimate heating from a treatment image itself, without a baseline image used as temperature reference. Operating under the assumption that the phase image (surrounding the treated region) has a soft and

smoothed trend even under the heated area, referenceless thermometry methods fit a set of smooth, low-order polynomial functions to the surrounding phase or to a complex magnitude image with the same phase using a weighted least-squares fit (25,26). The extrapolation of the polynomial inside the heated region serves as background phase estimation, which is then subtracted from the actual phase to evaluate the phase difference before and after heating caused by ultrasound sonication.

Considering this, in classical PRF shift thermometry there are obvious problems of artefacts, most prevalently due to motion, and in referenceless thermometry the accuracy of the interpolation lacks precision, radial basis function (RBF) approach (Figure 5) can be applied to these thermometry issues (27).

Radial basis function interpolation
Consider \( f : \mathbb{R}^d \rightarrow \mathbb{R} \) a real function of \( d \) variables that must be approximated by \( s : \mathbb{R}^d \rightarrow \mathbb{R} \), given the values \( \{ f(X_i) : i = 1,2,...,n \} \), where \( \{ X_i : i = 1,2,...,n \} \) is a set of \( n \) distinct points in \( \mathbb{R}^d \), called the interpolation nodes. This approximation \( s \) can be represented as [Eq. [8]]:

\[
s(X) = p_m(X) + \sum_{i=1}^{n} \lambda_i \phi(\|X - X_i\|), X \in \mathbb{R}^d, \lambda_i \in \mathbb{R}
\]

where:
- \( p_m \) is a low-degree polynomial;
- \( \| \cdot \| \) denotes the Euclidean norm;
- \( \phi \) is a fixed function from \( \mathbb{R}^d \) to \( \mathbb{R} \).

Thus, the radial basis function \( s \) is a linear combination of translations of the single radially symmetric function \( \phi(\| \cdot \|) \), plus a low-degree polynomial. We will denote with \( \pi_m^d \) the space of all polynomials of degree \( m \) at least in \( d \) variables. Then \( \lambda_i \) coefficients of the approximation \( s \) are determined by requiring that \( s \) satisfies the interpolation conditions expressed by the following Eq. [9], together with the side conditions in Eq. [10]:

\[
s(X_j) = f(X_j), j = 1,2,...,n \quad [9]
\]

\[
\sum_{i=1}^{n} \lambda_i q(X_i) = 0, \forall q \in \pi_m^d \quad [10]
\]

Some examples of popular choices of \( \phi \) and the corresponding radial function are given below:

\[
\phi(r) = \begin{cases} r & \text{(linear)} \\ r^2 \log(r) & \text{(thin-plate spline)} \\ e^{-\alpha r} & \text{(gaussian)} \\ \sqrt{r^2 + c^2} & \text{(multiquadratic)} \end{cases}, \quad r \geq 0 \quad [11]
\]

where \( \alpha \) and \( c \) [Eq. [11]] are positive constants. Some typical
conditions on the nodes under which the interpolation conditions Eqs. [9,10] uniquely specify the radial basis function Eq. [8] are given in Table 1. In this context, “not coplanar” means that the nodes do not all lie in a single hyper-plane, or equivalently that no linear polynomial in \(d\)-variables vanishes at all of the nodes. The surveys of Powell and Light are excellent references for these and other properties of radial basis functions (28,29).

Figure 6 shows a comparison among temperatures calculated with standard PRF shift, polynomial method, linear RBF, thin-plate spline RBF, and multiquadric RBF for a chosen point along the successive temporal instants of the treatment. Polynomial reconstruction over-estimates the temperature: this can lead to stop the sonication before reaching the temperature established with the risk of not producing the desired protein denaturation.

**Table 1** Conditions imposed on nodes for various radial basis interpolants

<table>
<thead>
<tr>
<th>Function (\Phi)</th>
<th>Spatial dimension (D)</th>
<th>Polynomial degree (M)</th>
<th>Conditions on nodes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Linear</td>
<td>Any</td>
<td>1</td>
<td>Not coplanar</td>
</tr>
<tr>
<td>Thin-plate</td>
<td>2</td>
<td>1</td>
<td>Not coplanar</td>
</tr>
<tr>
<td>Gaussian</td>
<td>Any</td>
<td>Absent</td>
<td>None</td>
</tr>
<tr>
<td>Multiquadric</td>
<td>Any</td>
<td>Absent</td>
<td>None</td>
</tr>
</tbody>
</table>

**Figure 5** (A) 3D plot of baseline phase with no heating; (B) the same phase map after sonication; (C) removal of sonicated area from phase map; (D) RBF reconstruction of phase map after removal of sonicated area; (E) reconstruction error between RBF reconstructed map (in D) and original baseline (in A).
It is intuitive to understand how, to address properly the problem of temperature measurement, it is necessary to integrate this problem with motion compensation.

Patient motion-compensation

For the success of MRgFUS treatment, it is fundamental that the patient undergoing thermal ablation remains stationary. Patient movements may be caused by voluntary (for example, a reaction to pain during treatment) or involuntary movements (of internal organs, related to respiration, heartbeat, intestinal peristalsis). As a consequence, such movements can lead to (I) a displacement between the planned ROI and the real position of the various anatomical ROIs; and (II) artefacts in the thermal maps used to monitor the temperature of the ROI treated with ultrasound, due to mismatches between the baseline and the current thermal map.

Therefore, there is the need for algorithms that track targets when body motion is involved and compensate these movements, making it possible to (I) reposition the ROI without the need to re-plan the entire treatment; and (II) improve the temperature measurement, eliminating/reducing the misalignment between thermal maps.

Motion correction approaches

In literature there are several approaches to correct patient motion (30-33). One approach, used to compensate organ displacement and deformation, uses image registration based on the magnitude images which represent the anatomical information (34). Optical flow algorithms estimate complex motion and were recently demonstrated to be a good solution for motion stabilized MR-thermometry on abdominal organs (35). Other approaches refer to the modeling of the phase changes induced by motion and artefact estimation by extrapolation from areas not affected by temperatures changes (25,36). The approach proposed in reference (37), based on phase correction tables, is justified by the consideration that motion is caused by the respiratory or the cardiac cycle. Considering the intrinsic periodicity of these movements, a phase lookup table (prior to MR-thermometry) which covers the entire motion cycle can be established, to make it possible (during MR-thermometry) for a given organ position to give the corresponding phase correction. Since the difference represents only temperature-related phase changes, the correct temperature can be estimated (30).

Optical flow motion correction

Optical flow is defined as the change of structured light in the image, due to a relative motion. As discussed in reference (38), optical flow algorithms estimate a velocity field by assuming an intensity conservation during displacement between temporally-consecutive images (Figure 7).

According to the following Eq. [12], this algorithm can be mathematically expressed by the optical flow constraint equation (OFCE):

\[ I_t + I_u u + I_v v + I_y = 0 \]  

where:
- \( u \) and \( v \) are the 2D displacement vector components;
- \( I_t, I_u, I_v \) are the spatio-temporal partial derivatives of the image pixel intensity.

Since a direct estimation by minimizing the deviation from OFCE is an under-determined problem, additional constraints, over that shown in Eq. [12], are required. Horn and Schunck in reference (39) proposed to use the physical constraints such as elasticity, which can be expressed as the smoothness of the motion field in the neighbourhood of the estimation point, according to the following Eq. [13].

\[ \int \left( \left( I_t + I_u u + I_v v + I_y \right)^2 + \alpha^2 \left( \| \nabla u \| + \| \nabla v \| \right) \right) \, dx \, dy = 0 \]  

where:
- \( \alpha \) is a weighting factor, designed to link the two individual metrics (intensity variation and motion regularity) and which has to be optimized for any given motion pattern.

In particular, a high value of \( \alpha^2 \) increases the robustness against noise and local intensity variations which would otherwise be incorrectly attributed to motion. Moreover, high \( \alpha^2 \) values prevent the correct estimation of large motion amplitudes and complex motion patterns which display large motion gradients, such as shearing.

For the particular case of motion estimation based on magnitude images during hyperthermia treatments, temperature variations and tissue modifications lead to a variation of the local \( T_1 \) and \( T_2 \) relaxation times and thus to local intensity modifications. Consequently, the condition of energy conservation of the OFCE is locally violated and might thus lead to incorrect motion estimates.

In the work described in reference (38), the physical cause of the intensity perturbation (the local temperature change) is integrated into the motion estimation algorithm (Figure 8). This is achieved by using the temperature map of the most recently acquired dataset to adapt the local
weights of confidence in the intensity conservation of the subsequently acquired new image. As illustrated in Figure 9, this last approach makes it possible to enhance temperature estimation.

**Conclusions**

MRgFUS is an innovative technology which offers a number of advantages in the treatment of symptomatic uterine fibroids over traditional surgical resection, such as (I) maintenance of the reproductive capacity, thanks to the non-invasive nature of this treatment; and (II) reduction of hospitalization time.

However, there are some issues that need to be addressed to further improve the whole therapeutic process, such as (I) the assisted segmentation of the ROI target in the pre-treatment planning phase as well as in the post-treatment NPV evaluation phase; (II) the improvement of optical flow 1-2

![Figure 7](image-url) Detection of the optical flow in 3 temporally-consecutive images, showing the movement of an example shape. The optical flow is depicted as the correspondence of contour pixels between frame 1 and 2 as well as frame 2 and 3. To estimate flow it is necessary, not only to consider the contour pixels, but also to find the spatial correspondence (between consecutive frames) for each pixel in the image.

![Figure 8](image-url) Results obtained on the heating experiment: (A) reference image; (B) image obtained after 50 sec of sonication. Registered image, temperature and motion field estimation obtained using: (C) Horn & Schunck approach (39); (D) approach in reference (38).

![Figure 9](image-url) Temporal evolution of the temperature in a pixel located in the heated area (indicated by the red arrow in Figure 8A). Comparison between Horn & Schunck approach (39) and the one proposed in reference (38).
MR-based techniques for temperature monitoring in the treatment of ROIs as well as in the areas of patient-machine interface, to prevent burns on the patient skin; and (III) the compensation of patient motion during treatment.

Considering the wide variety of approaches and solutions found in the literature about these three issues, this work was limited to a high-level argumentation, providing a general scenario that provides a clear and concise comprehension of the problems and how each of them affects the MRgFUS treatment. Subsequently, technical details about a specific approach were provided that are considered a useful starting point for further study and research.
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