Introduction

Monte Carlo simulation of coupled photon-electron transport and dose calculations in heterogeneous media is proved as an accurate method in many studies (1-3). With the development of radiotherapy, Monte Carlo codes have been successfully implemented in the treatment planning system (TPS) to calculate dose distributions. The challenging part of applying Monte Carlo algorithms in TPS is to decrease the discrepancies between calculated and measured doses (4). Accurate calculated doses can also be a standard to verify the measured doses in some situations such as the unexpected problems occurring in the accelerators and detectors. The issues mentioned both need precise dose distributions which can be achieved by an accurate Monte Carlo model. And the incident electron beam parameters are essential in the model. Because they were shown to have obvious impacts on the depth doses and lateral dose profiles in several studies (5-8), the electron energy, the radial intensity distribution (given by $\sigma$, the standard deviation in the Gaussian distribution) and the mean angular spread of the electron beams have to be determined.

Many studies proposed some methods to determine the parameters by matching the measured and calculated doses in various fields. However, to get satisfying agreements, a
lot of work needs to be done. When the concern is on some certain size fields, it is more efficient to benchmark the parameters based on the dose characteristics in the fields. This study is to propose a benchmarking procedure and figure out how the parameters affect the dose distributions for a frequently-used 10x10 cm$^2$ field.

In general, it is influenced by two or three incident electron beam parameters in dose distribution. The method that the electron energy determined by matching the depth doses is required to meet the following two conditions: (I) local dose difference (percentage difference between calculated and measured doses) is below 1% when the $\sigma$ is changed in certain range. The influence of radial intensity on the depth doses is negligible; (II) mean angular spread has little effect on the percentage depth doses (9).

In determination of electron radial intensity, it is necessary to exclude the electron energy influence on the lateral dose profiles. And we found that the calculated lateral dose profiles had nearly no difference compared to measured doses, when the electron energy varied from 5.5 to 6.4 MeV. In this study, penumbra doses are used to determine the radial intensity rather than main field doses. Because there is no significant dose difference in the main field but clear dose discrepancies in penumbra region when the $\sigma$ is in the 0.0–1.9 cm range.

We propose the conditions under which the electron energy and radial intensity can be determined by matching depth doses and lateral doses respectively. In the process of independent determination of electron energy and radial intensity, the linear regression and penumbra matching were adopted to find the optimal values. The optimal electron energy and radial intensity are suggested to find in 5.5–6.4 MeV and 0.05–0.15 cm respectively. The mean angular spread was tuned to get better matching of lateral doses at different depths.

**Methods**

**Equipment and device**

The Monte Carlo users code EGSnrc (10,11) is used to simulate the radiation transport in the accelerator treatment head and dose deposition in the phantom for a VARIAN IX linear accelerator operating at 6 MV. The subroutine BEAMnrc (12) produces phase space file (PHSP) (13,14) which contains the particles information after crossing the treatment head. Then the particles in the file were taken as the subroutine DOSXYZnrc (15) input source to calculate dose distributions in the phantom. Depth doses and dose profiles were measured in a water phantom with an ionization chamber (Semiflex, PTW SCANLIFT). Source surface distance was 100 cm both in simulation and measurement.

**BEAMnrc accelerator Monte Carlo model**

The dimensions and materials of components in the model were provided by the vendors. The modules of target, primary collimator, vacuum window, flatten filter, ionization chamber, field mirror, secondary collimator (Jaws) in the treatment head were modeled by SLABS, CONS3R, SLABS, FLATFILT (16), CHAMBER, MIRROR, JAWS correspondingly in the BEAMnrc routine. Phase space files were scored at a plane which was perpendicular to the Z axis (beam direction) with 100 cm source surface distance. Variance reduction technique was Directional Bremsstrahlung Splitting (17). ECUT (global cutoff energy for electron transport, total energy will deposit in the current region when it falls below the value) was set to 0.70 MeV. PCUT (global cutoff energy for photon transport, the meaning is equivalent of ECUT) was 0.01 MeV.

The incident electron beams have a Gaussian distribution in X and Y direction (source number 19 in BEAMnrc). The monoenergetic beams were adopted, instead of those with spectrum, because the differences between the two dose distributions caused by this factor are very tiny. The circular electron beam was used both in depth dose and dose profile simulations. A $\sigma$ value of 0.1 cm was used in the depth dose simulation while the $\sigma$ varied between 0.0–0.2 cm was used in dose profile simulation. The mean angular spread was always set to 0° before the energy and radial intensity were determined and changed between 0°–0.7° to match the lateral dose profiles.

**Dose calculation in DOSXYZnrc**

The phase space files were as the input files (source number 2 in DOSXYZnrc) to calculate depth and lateral dose distributions in the phantom which is in Cartesian coordinate. The phantom was defined as the following directions: X axis is in the in-plane direction; Y axis is in the cross-plane direction; Z axis (central axis, CAX) is in the beam direction. The origin of the three-dimensional coordinate is in the center of plane at the top of the phantom which is coincided with the phase space files.
To reduce simulation time and keep the resolution in the interested region, the phantom was divided into different voxel sizes. ECUT and PCUT were same as the values in BEAMnrc. Electron step algorithm and boundary crossing algorithm were PRESTA-II and EXACT.

Percentage depth doses were calculated in a 40×40×40 cm³ water phantom. The voxel dimensions around the central axis were 1.0×1.0 cm² at the X-Y plane, while the size in the Z direction was set according to the measurements. The statistical uncertainties of the depth doses were equal or less than 1% of local dose value for voxels at depths between 0.4–28 cm.

Dose profiles were taken into consideration only in the in-plane direction because of the symmetry of accelerator head and circular incident electron beam. The phantom size was the same as the one in the depth dose simulation. Voxel dimensions in the in-plane and cross-plane directions was 0.4 and 1.0 cm respectively, and the dimensions in the beam direction at 1.5, 5, 10, 20, 30 cm depths were 0.4 cm. In the main field area, the statistical uncertainties were all below 1.2%, with an exception for dose profiles at 30 cm depth of which it was below 1.6%.

**Depth doses and lateral dose profiles measurement**

The depth doses and dose profiles were measured with an ionization chamber (Semiflex 31010), because it has potential quality to get accurate dose distributions for photon beams (18,19). The chamber is driven by an electrical machine controlled by the scanning system (MEPHYSTO-mc²) in a water phantom (MP3). The resolution and positional accuracy of the phantom are both 0.1 mm. The active volume and cavity diameter of the chamber are 0.125 cm³ and 5.5 mm respectively.

**Results**

**Depth doses**

Calculated and measured depth doses were both normalized to the maximum dose at 1.5 cm depth. The percentage depth doses were mostly within 0.8% of measurements at the considered depths when the electron energy was set to 5.95 MeV as shown in Figure 1A. In order to distinguish the ideal energy value with an accuracy of 0.05 MeV, the local dose differences between calculated and measured depth dose distributions were dealt with least-square linear regression. A better matching could be indicated by a line with zero slope and minor intercept. Dose differences were demonstrated in Figure 1B,C,D for three energies and the results showed that 5.95 MeV was the optimal energy. The linear regressions for rest electron energies starting from 5.4 to 6.5 MeV with the increment of 0.1 MeV are depicted as Table 1. Figure 2 shows the negligible dose differences when the radial intensity was varied from 0.1 to 0.4 cm with the same energy equal to 5.95 MeV.

The electron energy had insignificant impacts on the depth doses when it fluctuated around the nominal energy. However, when the energy was beyond the certain range, the dose differences were obvious. Therefore, it is necessary to figure out the range to provide a reference for energy determination. Dose differences for different electron energies are included in Figure 3. The dose differences are mostly below 1% in Figure 3B which indicate a more reliable dose distribution. Hence, the proper energy range is suggested from 5.5 to 6.4 MeV.

**Lateral dose profiles**

**Electron energy**

The dose profiles at 10 cm depth calculated with different electron energies are shown in Figure 4. All calculated and measured doses were normalized to the dose in a voxel at the center of X axis. There were no apparent differences among the curves produced by 4 different energies. Calculated doses in the main field and penumbra region also had a good fit with the measured dose profiles.

**Radial intensity distribution**

The local dose differences in the main field were lower than 1.4% for various σ values as shown in Figure 5A. When the radial intensity was increased to 0.20 cm, large discrepancies in the field began to emerge as revealed in Figure 5B. On account of no significant dose differences in the main field for a radial intensity below 0.20 cm, a new way was used for the radial intensity determination by matching calculated and measured doses in the penumbra region. It was shown that the local dose difference got its minimum value of 0.15% when the radial intensity was 0.10 cm in Table 2. The deviation is larger when the radial intensity is less than 0.05 cm or greater than 0.15 cm.

**Mean angular spread**

In this section, the electron energy was set to 5.95 MeV, and the radial intensity was 0.10 cm. Calculated and
Figure 1 Percentage depth dose analysis. Measured and calculated depth doses for optimal electron energy (A); the radial intensity of electron beams (given by the standard deviation of a Gaussian distribution), σ, was 0.1 cm. The mean angular spread was 0°. Dose differences between simulations and measurements were shown in (B,C,D).

Table 1 The linear regressions for rest electron energies starting from 5.4 to 6.5 MeV

<table>
<thead>
<tr>
<th>Energy/MeV</th>
<th>Least-square linear regression</th>
</tr>
</thead>
<tbody>
<tr>
<td>5.4</td>
<td>$y = -0.060x + 0.434$</td>
</tr>
<tr>
<td>5.5</td>
<td>$y = -0.057x + 0.693$</td>
</tr>
<tr>
<td>5.6</td>
<td>$y = -0.042x + 0.582$</td>
</tr>
<tr>
<td>5.7</td>
<td>$y = -0.017x - 0.052$</td>
</tr>
<tr>
<td>5.8</td>
<td>$y = 0.0097x - 0.849$</td>
</tr>
<tr>
<td>6.1</td>
<td>$y = -0.04x + 1.628$</td>
</tr>
<tr>
<td>6.2</td>
<td>$y = 0.022x - 0.223$</td>
</tr>
<tr>
<td>6.3</td>
<td>$y = 0.209x + 0.167$</td>
</tr>
<tr>
<td>6.4</td>
<td>$y = 0.019x + 0.139$</td>
</tr>
<tr>
<td>6.5</td>
<td>$y = -0.003x + 1.149$</td>
</tr>
</tbody>
</table>

Figure 2 Percentage depth dose calculated with different radial intensities compared with measured doses.
measured dose profiles at all depths were normalized to the same dose point which was at the 10 cm depth in the central axis. Figure 6 indicated that good agreements between measurement and calculation within the main field area and penumbra region were gained at five different depths by introducing a 0.3° mean angular spread. Doses calculated with smaller mean angular spread were higher than measured doses both in main field and penumbra region at all depths.

Discussion

Determining the optimal electron beam parameters is an important step to guarantee the accuracy of Monte Carlo simulation photon doses. These parameters are not explicitly known but have major influence on the dose distributions (20). Based on our research, the following benchmarking procedure is proposed: Firstly, the energy is determined by matching calculated and measured depth dose and kept the same value in the next steps; Secondly, the radial intensity is determined by matching the calculated and measured cross field profiles in the penumbra regions. Lastly, the mean angular spread is tuned to decrease the deviation trend of calculated and measured lateral dose profiles at different depths.

Concerning the effect of electron energy on the depth doses, Tzedakis et al. (21) concluded that the maximum absolute value of local dose difference for 5, 6, 7 MeV energy was 1.7%, 0.8%, 1.8% respectively. Chibani et al. (22) found that it had no effect on depth doses when the energy changed around the energy provided by the vendor at a 0.20 MeV interval. In another application, Tai et al. (23) determined the electron energy and radial intensity distribution for Siemens Primus linear accelerator. They found that a good match between measurement and simulation of electron energy was achieved by importing a 6.04 MeV energy value in a 10×10 cm² field. In the present study, calculated doses of 5.4, 6.5 and 5.5 MeV, 6.4 MeV were compared with measured doses to find a range where the energy had no impacts on depth doses. An energy range between 5.5 to 6.4 MeV was suggested to the same type accelerator. The energy value of 5.95 MeV was used in the simulation where the radial intensity was changed from 0.10 to 0.40 cm. The results indicated that there was no influence on the depth doses when the radial intensity was changed in this range. Based on the results, the electron energy can be determined by matching depth dose individually as shown in Table 3.
Table 3 The electron beam parameters and effects on the dose distributions

<table>
<thead>
<tr>
<th>Electron beam parameter</th>
<th>Effect on Depth dose</th>
<th>Effect on Lateral dose profile</th>
</tr>
</thead>
<tbody>
<tr>
<td>Energy</td>
<td>Yes(^a)</td>
<td>No</td>
</tr>
<tr>
<td>Radial intensity ((\sigma))</td>
<td>No</td>
<td>Yes(^b)</td>
</tr>
<tr>
<td>Mean angular spread</td>
<td>No</td>
<td>Yes(^c)</td>
</tr>
</tbody>
</table>

\(^a\), energy out of 5.5–6.4 MeV range results non-ignorable depth dose differences; \(^b\), radial intensity of \(\sigma\) value in the range 0.0–0.19 cm has negligible effects on the dose profiles in the main field but a notable difference with measured dose in the penumbra areas; \(^c\), 0.3° mean angular spread results an acceptable agreement for dose profiles at different depths.

The electron beam radial intensity distribution has a significant impact on the lateral dose profiles. Sheikh-Bagheri and Rogers (5) compared the off-axis factors produced by different radial intensity from 0.01 to 0.19 cm with measured off-axis factors. With a smaller or larger \(\sigma\) (such as a value close to 0 or 0.19 cm) involved, off-axis factors had obvious differences compared with the ones calculated with a 0.1 cm value, especially in the points far away from central axis. The finding indicates that the radial intensity distribution has effects on the doses out of main field which is the same as the result in our study. In Chibani et al.’s study (22), no difference was found in the main field region between calculated and measured dose profiles when \(\sigma\) were 0.04 cm and 0.12 cm. As the \(\sigma\) changed from 0.0 to 0.19 cm in our research, good match was also found in the main field region.

The penumbra area is the sum of geometric, penetrating and scattering penumbras. In other words, doses in the penumbra region are influenced by the size of the source (24,25), the penetrating doses from the collimators (26) and the scattering doses in the phantom. In this study, we only consider the influence of the geometric penumbra, as the other two penumbras are considered to remain unchanged. Discrepancies in the penumbra area can be explained that the radial intensity has some effects on the shape of source which can affect the penumbra doses. Since electron energy has no influence on the size of source, penumbra match has

---

**Table 2** Local dose differences between calculated and measured dose at a point with 5.2 cm off-CAX distance

<table>
<thead>
<tr>
<th>Radial intensity/cm</th>
<th>0.00</th>
<th>0.03</th>
<th>0.05</th>
<th>0.08</th>
<th>0.10</th>
<th>0.13</th>
<th>0.15</th>
<th>0.18</th>
<th>0.20</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dose difference/%</td>
<td>9.84</td>
<td>7.85</td>
<td>7.35</td>
<td>3.26</td>
<td>0.15</td>
<td>2.01</td>
<td>3.45</td>
<td>4.18</td>
<td>8.03</td>
</tr>
</tbody>
</table>

**Figure 5** Dose profiles calculated with different radial intensities compared with measured doses. The electron energy was 5.95 MeV, and the mean angular spread was 0°.

**Figure 6** Dose profiles were calculated with different mean angular spreads compared with measured doses.
the advantage that the radial intensity distribution can be determined by little influence of any inaccuracies in electron energy. The mean angular spread is a tiny angle between Z axis and incident beam direction specified at half-width at half maximum of the electron radial intensity distribution. Thus, it makes a difference on the dose profiles. The bremsstrahlung photons emitted by the electron beams with larger radial intensity are blocked more efficiently by the primary collimator, reducing the amount of scattering doses, which can explain the trend when the mean angular spread was increased. With an 0.3° mean angular spread involved, the dose profiles had good agreements with measured doses at all interested depths.

Conclusions

Benchmarking a Monte Carlo model which contains the physical accelerator model and incident electron beam model is a time-consuming task. In view of the important influences of electron beam parameters on the dose distributions, simplified procedure is proposed to determine electron beam parameters according to the data in the present and previous studies for a 10×10 cm² field. The procedure will be used in other size fields to determine the beam parameters in our next research. The main conclusions are included as the following:

(I) Electron energy and radial intensity distribution can be determined independently based on the results concluded from a 10×10 cm² field;

(II) Radial intensity is determined by matching the calculated and measured doses in the penumbra region rather than in the main field;

(III) It is feasible to tune the mean angular spread to get better match between calculated and measured dose profiles at different depths;

(IV) The ideal electron energy and radial intensity value are suggested to find in 5.5-6.4 MeV and 0.05-0.15 cm respectively. With 5.95 MeV mean energy, 0.10 cm radial intensity and 0.3° mean angular spread involved, accurate percentage depth doses and lateral dose profiles are achieved.
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