Complex diseases, such as cancer, are inherently multigenetic mutations. Since it may be caused by a combinatorial effect of many mutations, the individual effect of each mutation may be too small to discover. In addition, the progresses of tumorigenesis not only include the mutations that facilitate tumorigenesis (called tumor drivers), but also include those accumulated during the growth of the tumor (known as tumor passengers) (1). Therefore, high degree of morphologic and clinical diversities exists among various types of cancers; intrinsic heterogeneity of cancer is very common among patients due to different genetic and environmental perturbations. However, traditional approaches of clinical disease classification are mainly based on pathological analysis of patients and existing knowledge of diseases. The current pathologic classification and ability to predict postsurgical prognosis are quite inadequate. Hence, although the existence of marked heterogeneity is well appreciated, virtually all cancers currently are treated similarly.

Recently, as advent in the post-genome era, a number of individualized molecular signature-based predictions that partition patients into distinct prognostic groups have been developed. This approach consists of examining a cohort of patients with a particular type of cancer, and is used to identify biomarkers. The biomarkers are usually used for classifying cancer subtypes with clinical or therapeutic implications. For disease classification, it adopts a supervised approach. Briefly, it starts with a set of samples with a known partition into disease subtypes (e.g., metastatic or not). The primary interest is to identify differentially expressed genes via quantitative statistical analysis to evaluate statistical significance of individual gene between two conditions. Once these differentially expressed genes have been identified, a clustering analysis is performed to group genes with similar expression patterns across different experimental conditions, and the biological meanings of observed expression changes are inferred using gene ontology (GO) or biological pathway-based analysis. After that, among these differentially expressed genes, various algorithms are used to identify a classifying principle based on the specific molecular features. In addition to disease classification, these biomarkers can also help determine whether a given patient will respond to a particular medicine or is susceptible to certain tailored therapy. However, criticism is frequently raised regarding that the genes used in such prognosis prediction classifiers have minimal overlaps among different reports, and provide little biological insight into the underlying mechanisms.

Alternatively, the other approach is to monitor the average differential expression level of genes belonging to a given functional category. This method is called gene set-wise differential expression analysis method. Gene set approaches based on the idea that complex diseases can be better understood from the perspective of dysregulated gene sets than at the individual gene level. It has been successfully detected subtle but set-wise coordinated expression changes that cannot be detected by individual gene tests. Also, utilizing pre-defined and well-established gene sets rather than finding or creating novel lists of genes provides straightforward biological interpretation (2). The first developed in this category is the Gene Set Enrichment Analysis (GSEA), which evaluates the significant association with phenotypic classes for each priori defined gene set (3). Nevertheless, implementing this idea requires a way to score candidate gene sets. Various methods have been suggested for measuring the significance of the differential expression of genes in a gene set. For example, averaged Z-value of genes (4), Gene Set Z-score (5), Kolmogorov-Smirnov (KS) statistics (6,7), Gene Enrichment Ranking (8), and Pearson correlation (9) were used previously to score gene set. However, among these methods, Z-value and KS statistics are
effective only when member genes have consistent directional changes in expression. Also, many methods only consider the expression pattern and regard every gene with equal weight in the scoring scheme. Therefore, in order to project gene expression levels of a set of genes to a scalar score, Hsiao et al. presented a scoring method (10) in this issue, adapted from their previous work (11), called Signature-score (S-score), and applied it to cholangiocarcinoma (CAC), an aggressive hepatic cancer that arises from bile duct cells. In this improved scoring algorithm, S-score concurrently evaluates both up- and down-regulated components of a gene set signature through Z-value and a sign function, and adjusts member genes’ weights by $P$-value of t statistic. For determining the threshold for active gene set, Hsiao et al. define the qualitative boundary at the 99% prediction interval. Lastly, hierarchical clustering is used to help identify close-related gene sets. They applied this improved scoring algorithm to CAC, and identified one cluster positively correlated with the cell cycle and another cluster inversely correlated with immune function.

In the post-genome era, the real challenge of biologists is how to gain insight from the massive data, and translate the inferred gene sets into research questions of interest and hypothesis that can be tested. Gene set-based methods have been applied successfully in many disease studies, thereby reducing complexity and facilitating the generation of testable hypotheses. After all, biological validation of bioinformatics was a far more important end goal. Although, Hsiao et al. presented in the case of CAC, S-score is expected to be effectively applied to other complex diseases in assigning functional roles to disease-associated gene signature sets and in identifying potential therapeutic targets.
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